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Authors’ Note: As this Article went to press, the Supreme Court 
handed down its decision in Massachusetts v. EPA.1 By a vote of 5-4, the 
Court rejected all of the legal arguments we discuss here as potential 
impediments to addressing the problem of climate change. 

First, the Court held that petitioners had standing to complain about 
the EPA’s refusal to regulate greenhouse gases because they met the core 
requirements of injury in fact, causation, and redressability.2 Focusing on 
petitioner Massachusetts, the Court found that the state already had ex-
perienced injury from rising sea levels and that “the severity of that in-
jury will only increase over the course of the next century.”3 On causation, 
the Court concluded that, “[j]udged by any standard, U.S. motor-vehicle 
emissions make a meaningful contribution to greenhouse gas concentra-
tions and hence, according to petitioners, to global warming.”4 Last, the 
Court found redressability because the risk of “catastrophic harm” from 
climate change would be reduced “to some extent” by the relief petition-
ers sought.5 

The Court also rejected arguments that EPA’s refusal to regulate green-
house gases was unreviewable agency inaction. Instead, the Court found 
that EPA erred by citing a “laundry list” of reasons why it preferred not 
to regulate, rather than grounding its decision in the statutory criterion of 
endangerment of public health and welfare.6 Even if the agency found the 
science of climate change uncertain, the Court held, it could not refuse to 
regulate greenhouse gases unless the science was so profoundly uncer-
tain that the agency could not even form a judgment as to whether green-
house gases were endangering public health or welfare. “The statutory 
question,” the Court said, “is whether sufªcient information exists to make 
an endangerment ªnding.”7 

As for the argument that the Court’s decision in FDA v. Brown & 
Williamson Tobacco Corp. compelled the Court to adopt a narrow reading 
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of the Clean Air Act due to the economic and political magnitude of the 
problem of climate change, the Court would have none of it.8 It offered a 
reading of Brown & Williamson that appears to limit that case to its (to-
bacco-speciªc) facts.9 

Massachusetts v. EPA represents a huge step away from the legal doc-
trines that threaten to stand in the way of action on climate change. Thus, 
happily, this Article’s discussion of these doctrines already is out of date 
to the extent that Massachusetts v. EPA has moved in another direction. It 
remains to be seen, of course, how far the Court’s decision on standing 
will reach (the Court places a good deal of emphasis on the fact that 
states were involved in the case), and how much the courts will be willing 
to prod a reluctant agency to act in the absence of a ªrm statutory dead-
line. But it cannot be gainsaid that we are closer now to action on cli-
mate change than we were before this decision. 

I. Introduction 

It is the ultimate challenge for public policy: the fate of the earth 
quite literally depends upon how society, in this generation, responds to 
the threat of climate change. As temperatures and sea levels continue their 
inexorable rise, as increasingly violent extremes of weather besiege commu-
nities and ecosystems, as accelerating environmental degradation threatens 
future supplies of food, water, and other necessities of life, how should the 
appropriate policies be chosen and implemented? What theories and ana-
lytical frameworks offer effective guidance for these crucial decisions? Both 
law and economics seek to provide systematic approaches to developing 
public policies; climate change is the ªnal exam, the test that counts for 
any theory of policy formation. So far, unfortunately, neither discipline is 
headed for a very impressive grade. 

In this Article, we argue that new assumptions and analyses are needed 
in both law and economics in order to comprehend and respond to the prob-
lem of climate change. Part I brieºy introduces the reasons why climate 
change requires new and different policy analyses. Part II examines the 
ways in which certain legal doctrines impede rather than encourage solu-
tions to climate change. Part III does the same for core tenets of econom-
ics. Part IV concludes with recommendations for a revised approach to pub-
lic policy. 

II. The Problem(s) of Climate Change 

Current patterns of fossil fuel combustion, deforestation, and other 
causes of greenhouse gas emissions will, within 50 to 100 years (if not 
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sooner), cause massive melting of glaciers and ice sheets, extinctions of 
many climate-sensitive species, widespread droughts in (at least) South 
Asia, Africa and western North America, declines in global food produc-
tion (even as population grows well beyond today’s levels), and more de-
structive extreme weather events along the lines of the Gulf Coast hurri-
canes of 2005 and the European heat wave of 2003. And the news will only 
continue to worsen as atmospheric carbon dioxide levels rise.10 

Three fundamental features of the climate problem challenge tradi-
tional assumptions and require new approaches in law and economics. Each 
is involved, to some extent, in other contemporary policy problems, but 
each is central to an understanding of climate change. The combination 
of multiple challenges to conventional frameworks heightens the need for 
a new law and economics. 

A. The Status Quo Is Not an Option 

The urgency of the climate problem, the ever-increasing scientiªc cer-
tainty that “business as usual” will lead to irreversible, unacceptable out-
comes, undermines the deep-seated analytical presumption in favor of the 
status quo. What climate science tells us, above all, is that the status quo 
is not going to remain one of the available options. 

This is not an isolated externality in an otherwise perfect market sys-
tem, nor a simple harm with a straightforward remedy. The traditional, often 
implicit assumption of a higher burden of proof for those who want change 
than for those who oppose it may be obsolete if the world is in fact headed 
rapidly for a cliff. Something new and different has to be done; the remain-
ing points illustrate the difªculties in deciding exactly what to do. 

B. Causal Links Between Actions and Impacts Extend Across Centuries 

The science of climate change involves causation across extraordi-
nary spans of time. Carbon dioxide, the most important greenhouse gas, 
has a half-life in the atmosphere of a little over a century. This means that 
more than half of the carbon dioxide emitted in 2007, the year of publica-
tion for this Article, will still be in the atmosphere warming the earth in 
2107, well beyond the lifetimes of everyone involved in writing and pub-
lishing this journal. Other processes are even slower: when the tempera-
ture of the atmosphere changes, several centuries are required for the depths 
of the oceans to reach a new thermal equilibrium. For this reason, it has 
been estimated that even if greenhouse gas emissions dropped back to pre-
industrial levels today, sea levels would continue to rise, primarily due to 
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thermal expansion of ocean water, for another 300 years. As bad as some 
of the near-term changes in climate may be, the greatest damages, arising 
from today’s carbon emissions, will occur far more than one lifetime into 
the future. 

C. The Consequences and Probability of Climate Change Are 
Incalculable in Detail 

Looking farther into the future yields forecasts of climate change that 
become increasingly dire in general, but also increasingly uncertain in 
detail. To some extent this growing uncertainty is an inevitable feature of 
forecasting, as the cumulative effect of small errors and unexpected events 
makes any prediction become fuzzier as it looks further ahead. But there 
are additional sources of uncertainty that are speciªc to climate change: 
even in the short run, climate models predict increasingly variable weather, 
with more frequent and intense storms, droughts, ºoods, and heat waves. 
Yet in the foreseeable future there will not be any possibility of predicting 
even next year’s hurricanes, let alone hurricanes’ pattern over time, in 
any useful detail. Nevertheless, increasing climate variability will, in the 
near term, be worse for humanity in general than the effects of gradually, 
predictably increasing average temperatures and sea level. 

Even more uncertain is the risk of an abrupt and effectively irre-
versible catastrophe. Possible climate catastrophes include the melting of 
major Greenland or Antarctic ice sheets, causing much greater sea level 
rise; the sudden release of large amounts of methane from tundras or other 
regions, leading to an acceleration of warming; and the disruption of ther-
mohaline circulation, turning off the Gulf Stream and rapidly cooling the 
North Atlantic. Climate models now predict that these and other catastro-
phic events could be triggered by enough warming and associated physi-
cal changes. However, the exact causal mechanisms remain too uncertain 
to identify a speciªc threshold at which such events will occur. At present 
it is only possible to say that the probabilities of various catastrophes, while 
still relatively low, will increase rapidly with rising temperatures and 
carbon dioxide levels. 

Both the prediction of increasingly variable weather and the uncertain 
but growing risk of catastrophe defy attribution of speciªc harms to speciªc 
causes. The frequency of extreme weather events was not zero before cli-
mate change began. So even if heat waves and hurricanes are now occur-
ring more often as a result of climate change, there is still no way to de-
termine whether or not any one particular event is due to climate change. 
Even harder to determine is the probability of a global climate catastro-
phe that has never yet occurred; one can be certain that the probability is 
increasing due to global warming, without knowing precisely what the prob-
ability is. 
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III. Law 

Unfortunately, both law and economics have features—engrained, 
entrenched features—that make addressing climate change more, rather than 
less, difªcult. In this Part, we discuss several well-established legal doc-
trines and attitudes that threaten to stand in the way of action on this prob-
lem. As we will see in Part III, these perspectives have notably well-matched 
analogues in economics. 

In Massachusetts v. EPA, the Supreme Court is considering states’ 
and other entities’ challenge to the Environmental Protection Agency’s 
refusal to regulate greenhouse gases from motor vehicles under the Clean 
Air Act.11 Every one of the perspectives we are about to describe has 
been urged as a reason for the Supreme Court to uphold the EPA’s deci-
sion. Thus what follows are not simply academic reºections on doctrines 
that could be deployed to defeat action on climate change; they are descrip-
tions of arguments being made to accomplish that result now. 

A. Best We Do Nothing 

There is a cluster of legal doctrines and attitudes that directly oppose 
the observation that the status quo is not an option, and instead take the 
position that inaction is not only an option, but is the preferred option. Al-
though these legal principles come, as we are about to see, from a wide vari-
ety of different legal contexts, they all share space with a political philoso-
phy grounded in the idea of negative liberties—the idea that we are more 
endangered by government action than inaction, that our basic right is to 
be let alone rather than to be afªrmatively helped. 

This preference for passivity will not be helpful in the context of cli-
mate change. As we have said, the status quo is not an option; the Earth is 
changing under our feet, and we can either actively react or passively en-
dure. But the U.S. legal system appears hard-wired to turn a blind, or at least 
skeptical, eye to problems caused or exacerbated by government inaction. 
This attitude runs, as we will see, through cases in administrative law, con-
stitutional law, and statutory interpretation. It is not surprising, therefore, 
that it has already cropped up in debates over the legal response to cli-
mate change: some of the cases we discuss here have been cited in Massa-
chusetts v. EPA as reason to ratify the EPA’s inaction on climate change. 

The general inclination against government intervention can be seen, 
ªrst, in the presumption against judicial review of administrative agen-
cies’ decisions on whether to enforce the laws they are charged with imple-
menting. In Heckler v. Chaney, the Supreme Court declined to review the 
Food and Drug Administration’s refusal to take enforcement action against 
state prison ofªcials in response to a lawsuit by inmates on death row, 
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who alleged that the drugs that would be used to execute them had not 
been approved as “safe and effective” for that purpose by the FDA.12 In 
describing the “general unsuitability for judicial review” of an agency’s 
refusal to take enforcement action, the Court noted, among other things, 
that “when an agency refuses to act it generally does not exercise its co-
ercive power over an individual’s liberty or property rights, and thus does 
not infringe upon areas that courts often are called upon to protect.”13 It is 
a little difªcult to see how the Court managed that line with a straight face, 
given the lethal consequences of the conduct the inmates were trying to 
stop. Even applied to less macabre settings, however, the Court’s distinc-
tion between agency action and inaction is out of touch. As Justice Mar-
shall observed in dissent in Chaney: 

attempting to draw a line for purposes of judicial review between 
afªrmative exercises of coercive agency power and negative agency 
refusals to act is simply untenable; one of the very purposes fu-
eling the birth of administrative agencies was the reality that gov-
ernmental refusal to act could have just as devastating an effect 
upon life, liberty, and the pursuit of happiness as coercive gov-
ernmental action.14 

The lower courts have applied Chaney’s presumption against judicial 
review quite narrowly, declining to apply it, for example, to agencies’ deci-
sions not to institute rulemaking proceedings.15 The Court itself, more-
over, has sometimes found the presumption inapplicable even in the en-
forcement setting.16 

Nevertheless, Chaney’s declaration that government inaction does not 
interfere with individual rights expresses one of the legal system’s most 
important, even if incompletely realized, premises. It lies, for example, at 
the heart of the Court’s decision in DeShaney v. Winnebago County De-
partment of Social Services,17 holding that a boy who had been badly beaten 
by his father while supposedly under the protection of the local social ser-
vices department had not been deprived of liberty without due process of 
law when the department failed to protect him. The Court wrote: 

[N]othing in the language of the Due Process Clause itself re-
quires the State to protect the life, liberty, and property of its citi-
zens against invasion by private actors. The Clause is phrased as 
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a limitation on the State’s power to act, not as a guarantee of cer-
tain minimal levels of safety and security. It forbids the State it-
self to deprive individuals of life, liberty, or property without “due 
process of law,” but its language cannot fairly be extended to im-
pose an afªrmative obligation on the State to ensure that those in-
terests do not come to harm through other means.18 

Similarly, in Town of Castle Rock v. Gonzales,19 the Court confronted a 
Colorado law requiring police ofªcers who have probable cause to be-
lieve that a restraining order has been violated to “use every reasonable 
means to enforce a restraining order [and to] . . . arrest . . . or . . . seek a 
warrant for the arrest of a restrained person.”20 The Court decided that the 
law did not create a constitutional entitlement on the part of a mother whose 
three daughters were murdered by her husband while she desperately, and 
futilely, sought the help of the police in tracking down and apprehending her 
husband. The Court cited “‘[t]he simple distinction between government 
action that directly affects a citizen’s legal rights . . . and action that is 
directed against a third party and affects the citizen only indirectly or inci-
dentally.”21 

The same theme appears, though with perhaps less consensus on the 
part of the Justices, in the Court’s cases on standing. Here, the Court has 
also embraced a distinction between people directly affected by govern-
ment decisions and those indirectly affected or, in other words, between 
the objects and the beneªciaries of government action. In Lujan v. De-
fenders of Wildlife,22 the Court denied standing to citizens who wanted to 
challenge a rule declining to apply the Endangered Species Act to over-
seas projects. Justice Scalia prefaced his opinion for the Court with an asser-
tion that “when the plaintiff is not himself the object of the government 
action or inaction he challenges, standing is not precluded, but it is ordi-
narily ‘substantially more difªcult’ to establish.”23 As Cass Sunstein has 
argued, this distinction is “of a piece with” the Court’s distinction, in 
Chaney, between agency action and inaction,24 and to this extent, Lujan, like 
Chaney, rests on untenable and outmoded reasoning. Sunstein has writ-
ten: 

After the New Deal, the very distinction between regulatory bene-
ªciaries and regulatory objects seemed based on a conceptual 
mistake . . . . The so-called regulatory objects were in fact beneª-
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ciaries of law, insofar as it was law—statutory or common—that 
conferred on them the set of entitlements that created a protected 
sphere of action. 25 

Arguably, the Court has backed away from the broadest applications of 
Lujan,26 but the fact remains that the Court’s modern standing cases have 
taken a much bigger bite out of lawsuits brought by plaintiffs seeking gov-
ernment action than out of lawsuits brought by plaintiffs attacking it. 

Even those who question the sharp distinction between action and inac-
tion, and the greater solicitude for the latter than for the former, concede 
that it is probably easier to justify inaction than action. In his dissent in 
Chaney, Justice Marshall criticized the Court’s creation of a presumption 
against judicial review of agency enforcement decisions, but at the same 
time admitted that any review of such decisions must be “suitably defer-
ential in light of the necessary ºexibility the agencies must have in this 
area.”27 Similarly, while holding that deregulatory decisions are formally 
subject to the same standard of judicial review as regulatory decisions 
are, the Court in Motor Vehicle Manufacturers Ass’n v. State Farm Mu-
tual Automobile Insurance Co. also acknowledged that deregulatory ac-
tions might be easier to justify than regulatory ones.28 

Although they arose in very different legal contexts, all of the cases 
we have discussed so far called upon the same assumption: that a failure 
to act on the part of the government is different from, and less assailable 
than, government action. The constitutional status of the decisions in De-
Shaney, Castle Rock, and Lujan adds to, rather than detracts from, the basic 
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point we are making here: that entrenched premises of our legal system 
make it hard to move that same system off the dime. 

A similar preference for agency inaction has also crept into the Su-
preme Court’s jurisprudence on statutory interpretation. In FDA v. Brown 
& Williamson Tobacco Corp., the Court overturned the Food and Drug 
Administration’s regulation of tobacco products as “drugs” under the Food, 
Drug, and Cosmetic Act. 29 Before turning to the statutory scheme before 
it, the Court cautioned that it “must be guided to a degree by common sense 
as to the manner in which Congress is likely to delegate a policy decision 
of such economic and political magnitude to an administrative agency.”30 
Acknowledging its usual policy of deferring to agency interpretations of 
the statutes they administer unless Congress has “directly spoken to the 
precise question at issue,”31 the Court found that the issue of tobacco regula-
tion was too important to conclude that Congress had delegated interpre-
tive authority to the FDA on this issue: 

Deference under Chevron to an agency’s construction of a stat-
ute that it administers is premised on the theory that a statute’s 
ambiguity constitutes an implicit delegation from Congress to 
the agency to ªll in the statutory gaps. In extraordinary cases, how-
ever, there may be reason to hesitate before concluding that Con-
gress has intended such an implicit delegation. 

 
This is hardly an ordinary case. Contrary to its representations 
to Congress since 1914, the FDA has now asserted jurisdiction 
to regulate an industry constituting a signiªcant portion of the 
American economy. In fact, the FDA contends that, were it to de-
termine that tobacco products provide no “reasonable assurance 
of safety,” it would have the authority to ban cigarettes and smoke-
less tobacco entirely . . . . 

 
Congress could not have intended to delegate a decision of such 
economic and political signiªcance to an agency in so cryptic a 
fashion . . . . It is therefore clear, based on the FDCA’s overall 
regulatory scheme and the subsequent tobacco legislation, that 
Congress has directly spoken to the question at issue and pre-
cluded the FDA from regulating tobacco products.32 

One can see the same premise at work here as we saw operating in the 
cases already discussed. In Brown & Williamson, the Court was simply 
blind to the fact that “economic and political signiªcance” and “extraor-
dinary” consequences lay on both sides of the case. Yet the Court nowhere 
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questioned the FDA’s ªndings on the serious and large-scale health threats 
posed by tobacco use; indeed, it began its opinion by observing that the 
case involved “one of the most troubling public health problems facing 
our Nation today: the thousands of premature deaths that occur each year 
because of tobacco use.”33 The Court’s anxiety about allowing the FDA to 
do anything to prevent these deaths, because that would mean engaging 
in an act of large “economic and political signiªcance,” is a close cousin 
to the Chaney Court’s failure to recognize that its decision smoothed the 
way for execution by lethal injection. The Court sees consequences when 
the government directly causes them, but dismisses them—or, more of-
ten, does not even notice them—when the government allows them to hap-
pen even when it is in its power to prevent them. 

In Massachusetts v. EPA, the EPA has offered both Chaney and Brown 
& Williamson in defense of its refusal to regulate greenhouse gases, argu-
ing that Chaney makes the EPA’s decision not to regulate exceedingly 
hard to overturn and that Brown & Williamson counsels hesitation in ªnding 
that Congress gave the EPA authority to address climate change.34 It re-
mains to be seen, of course, whether these arguments will carry the day 
with the Court, but the vehemence and frequency with which the arguments 
were raised there (many other parties and amici made the same kinds of 
points) suggest that they will characterize legal debates on climate change 
policy for some time to come. 

One common argument made in favor of the EPA in this case is that 
Congress, not the Court, is the appropriate institution to make policy on 
climate change.35 Yet notice the character of the EPA’s actual legal argu-
ments based on Chaney and Brown & Williamson. The effect of these argu-
ments is to put a thumb on the scale in favor of inaction on climate change; 
it is to encourage the Court to turn away from plain language in the Clean 
Air Act authorizing the EPA to regulate all harmful air pollutants. In these 
circumstances, the argument from institutional legitimacy rings hollow. 

B. Forget the Future 

The law also has blind spots with respect to the future, making the 
long timelines involved in climate change a potential stumbling block for 
legal solutions to the problem. 

Here again, the law of standing emerges as a possible threat to legal 
action to induce or challenge a government response to climate change. One 
of the requirements for standing is that a person wishing to invoke the 
jurisdiction of the federal courts must have an “injury in fact”—that is, in 
the Court’s words, an injury that is “actual or imminent, not conjectural 
 

                                                                                                                              
33

 Id. at 125. 
34

 Brief for the Federal Respondent at 21–22, 31–32, 37–39, Massachusetts v. EPA, 
No. 05-1120 (U.S. Apr. 2, 2007). 

35
 See, e.g., id. at 10. 



2007] Law and Economics for a Warming World 341 

or hypothetical.”36 In Lujan, the Court held that afªdavits stating that two 
members of the wildlife organization bringing the lawsuit would like to 
return (at an unspeciªed time) to the overseas locations where species were 
threatened by U.S.-funded projects had not shown the necessary injury in 
fact. In denying standing, the Court wrote: 

[T]he afªants’ profession of an “intent” to return to the places 
they had visited before—where they will presumably, this time, 
be deprived of the opportunity to observe animals of the endan-
gered species—is simply not enough. Such “some day” inten-
tions—without any description of concrete plans, or indeed even 
any speciªcation of when the some day will be—do not support 
a ªnding of the “actual or imminent” injury that our cases re-
quire.37 

Reading this passage, it appears that the Court’s main concern was with 
the uncertainty of harm rather than its temporal remoteness. Yet these 
two things can often travel together. In McConnell v. FEC, the Court held 
that Senator McConnell had no standing to challenge a provision of a 
campaign ªnance law that would not affect him until forty-ªve days be-
fore he next stood for election, which would be ªve years after the Court’s 
decision. 38 “This alleged injury in fact,” the Court wrote, “is too remote 
temporally to satisfy Article III standing.”39 If McConnell is read literally, 
then injuries that will not occur for ªve years or more do not satisfy the 
Court’s requirements for standing. 

There is good reason to be skeptical, however, of this broad reading 
of McConnell. The single sentence quoted above—the only evidence that 
temporal distance alone warrants denial of standing—came in a small por-
tion of an almost 200-page opinion. The party challenging standing, the 
Federal Election Commission, did not argue that time alone undid stand-
ing, but instead that the temporal interval involved in that case made any 
injury that Senator McConnell might suffer highly speculative.40 This under-
standing of McConnell, and of the cases it cites, makes more sense: if the 
broadest reading of McConnell were accepted, for example, no one would 
have standing to object to illegal exposure to carcinogens, as many can-
cers have latency periods longer than the ªve-year interval involved in that 
case.41 Likewise, industry groups would have no standing to object to agency 
rules that can be expected to take more than ªve years to take effect (which 
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is frequently the case). More fundamentally, nothing in the Supreme Court’s 
jurisprudence otherwise makes ªve years, or any other speciªc time frame, 
an obvious candidate for a bright-line rule on standing. 

Nevertheless, the long timelines involved in many of the worst ef-
fects of climate change ªgured prominently in the submissions in Massa-
chusetts v. EPA. Ignoring the present-day effects of climate change that 
are already detectable, industry respondents argued to the Court that the 
effects of climate change were simply too far in the future to support stand-
ing.42 Picking up on these arguments, Justice Scalia asked counsel for peti-
tioners “when is the predicted cataclysm?” and Justice Alito, referring to 
the Court’s requirement of imminence, asked what precise effects could 
be expected from climate change over the next ªve to ten years.43 Again, 
it is hard to predict what role these concerns will play, if any, in the Court’s 
decision in this speciªc case. But the parties’ ªxation on the long time-
lines involved in climate change, and at least some Justices’ evident in-
terest in them, demonstrates at least an uneasiness with acting now to 
prevent or to redress a future problem, an uneasiness that will not help in 
dealing with climate change. 

Beyond standing, other aspects of law evince this same discomfort 
with providing remedies for harms that will occur many years into the fu-
ture. In tort, courts have struggled with the question of what to do with 
people who have been exposed to dangerous substances but who have not 
(yet) become sick from them. Courts have worried about compensating 
people now for injury that might never occur.44 Even where there is a cur-
rent injury, such as fear of getting cancer from the exposures, courts have 
been reluctant to award compensation to people whose current injuries 
are “comparatively less important” than the development of a disease in 
the future.45 In these toxic tort cases, courts see an uncontroversially seri-
ous injury—for example, cancer—that might occur in the future, and they 
ªnd it hard to decouple the present injury—cellular damage, say, or emo-
tional harm—from the future injury. Since the future injury looks so much 
worse, and since it is so temporally remote, the courts dismiss the present 
injuries as comparatively trivial, and hold out in awarding compensation 
for the “real thing.” The implications of this kind of thinking for a prob-
lem like climate change are dire: if we wait until the worst is upon us 
before activating the legal system in response to climate change, it will 
be too late to do anything about it. 
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C. Uncertain Causes 

Some of the same areas of law—tort law, statutory interpretation, 
and standing—may prove troublesome when it comes to tackling the un-
certainties associated with climate change. Tort law insists, for the most 
part, on a quite tight causal connection between the challenged action 
and the plaintiff’s harm; efforts to soften the causal requirement where 
causation can only be described in statistical or probabilistic terms have 
met with little success.46 This fact suggests a tough road ahead for people 
like the plaintiffs in Comer v. National Mutual Insurance,47 who are suing 
oil companies on the theory that the companies contributed to climate 
change and that climate change increased the severity and intensity of Hur-
ricane Katrina. As we have discussed, climate change science is not now, 
nor may it ever be, at the point where it can identify a link between cli-
mate change and speciªc weather events. Yet conventional tort principles 
prefer this kind of showing. 

While traditional tort law requires a tight causal connection, Congress 
has taken action in some areas to loosen the required causal link. In the 
statutory context, existing laws do not require the same tight causal con-
nection that is required in tort. The Clean Air Act, for example, loosens 
traditional causation requirements in at least two ways. First, in directing 
the EPA to regulate various sources of air pollution, the Act ubiquitously 
requires the agency to regulate if the sources identiªed in the state “cause, 
or contribute to” a pollution problem relevant under the Act.48 Sources 
need not be the sole, or even the major, cause of a problem in order to be 
regulated under the Act. Second, the Act also pervasively directs the EPA 
to regulate when the EPA Administrator, “in his judgment,” determines 
that a source of pollution “may reasonably be anticipated to endanger 
public health or welfare.”49 Under this standard, the existence of uncer-
tainty is not a bar to regulation or an excuse for inaction. Indeed, Con-
gress in 1977 amended key provisions of the Act to make this point clear. 
Prior to 1977, the Act had set regulation in motion based on the Adminis-
trator’s judgment that a source was “likely to cause or contribute to, air pol-
lution which endangers the public health or welfare.”50 In 1977, Congress 
required the Administrator to regulate air pollution from sources “which 
may reasonably be anticipated to endanger public health or welfare.”51 
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The textual change, from “endangers” to “may reasonably be anticipated 
to endanger,” signaled that regulation was not to be refused simply because 
the relevant science was uncertain.52 

While these changes indicate that scientiªc uncertainty is not grounds 
to strike down a regulation, it remains unclear exactly how much uncer-
tainty will justify inaction. One of the reasons the EPA gave for its re-
fusal to regulate greenhouse gas emissions from motor vehicles was that 
“the science of climate change is extraordinarily complex and still evolv-
ing,” and that many details of the causes and consequences of climate 
change remain to be worked out.53 If the EPA’s terse and inconclusive dis-
cussion of the science of climate change is enough to convince the Court 
that the EPA acted lawfully in refusing to regulate greenhouse gases, the 
Clean Air Act’s loosening of traditional causal requirements will have little 
signiªcance. 

Here, too, moreover, standing law threatens to frustrate efforts to press 
for action on climate change. The law of standing also requires a causal 
connection between the challenged action and the alleged harm, and in 
addition requires that the courts actually be capable of redressing the in-
jury in question.54 If, as is being argued in Massachusetts v. EPA,55 these 
requirements together mean that the courts may not step in to overturn an 
agency decision where the statutory provision in question addresses only a 
small percentage of the total harm, the implications for the problem of cli-
mate change, in that case and elsewhere, will be large. Responding to cli-
mate change will require many different actions taken in many different 
contexts; to require anything like a comprehensive solution to the prob-
lem, from one source, would be to thwart a solution altogether. 

IV. Economics 

Like law, standard economic theory is poorly positioned to deal with 
a problem like climate change. Conventionally, economics prefers nonin-
tervention in markets; it trivializes the future; and it takes a narrow, re-
ductionist approach to environmental impacts, or “externalities.” The re-
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sult, all too often, is an analysis that calls for doing almost nothing about 
climate change, because the costs of doing more would exceed the (dis-
counted, monetized) beneªts. The economic case for inaction appears less 
controversial, and thus more powerful, than the arguments of the climate 
skeptics; economists can recognize the seriousness of the latest scientiªc 
ªndings and still maintain that the optimal policy is to move very slowly 
and timidly. Yet the economic theories behind these analyses are every bit 
as troubling as the legal arguments discussed above. The three problem 
areas related to climate change, as identiªed in Part I and examined in law in 
Part II, also deserve closer scrutiny in economics. 

A. Inaction as Equilibrium 

Just as conventional legal perspectives prefer government inaction to 
government action, standard economic theory reºexively shuns interven-
tion in private markets. The idea is that the status quo represents a market 
equilibrium, a state of affairs that cannot be improved upon without hurt-
ing someone. Even though few economists would argue that the world cur-
rently reºects this utopian ideal, many do assume that we are close enough 
to it that only small intrusions in the market, in the nature of tidying-up 
rather than major renovations, are required. As we shall see, this theory does 
not come close to describing the world we live in, and it arises from highly 
contestable normative assumptions about the importance of free markets 
to human freedom. 

The starting point for standard economic theory, the basic model to 
which other situations are compared, is a system of perfectly competitive 
markets, populated exclusively by small producers and atomistic consumers, 
all possessed of very broad information and very narrow motives and 
desires. In such an economy, under long lists of unrealistic assumptions, 
the well-known “fundamental theorems of welfare economics” demonstrate 
that a market equilibrium always exists, and is Pareto-optimal—that is, 
that any deviation from that state of affairs will make someone worse off. 
The same theorems also posit that any Pareto optimum is a market equi-
librium, for some initial distribution of resources. Environmental problems 
appear only as an afterthought, in the form of externalities: unpriced dam-
ages imposed by one party on another. Externalities, it is assumed, can be 
given prices and internalized, whether through Pigouvian taxes, Coasian 
negotiations, or the invention of markets for pollution rights. With external-
ities correctly internalized, the optimal properties of market equilibrium 
are restored. 

No one, we suspect, views this as an accurate description of any large 
part of our twenty-ªrst-century world. For some economists, the Pareto 
optimality of general equilibrium is an ideal worth striving toward. More 
common is the claim that this apparatus is analytically useful: the impli-
cations of the perfect-market model can be worked out with mathematical 
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precision, and then reality can be understood in terms of its (minor) devia-
tions from the model. 

The centrality of equilibrium to economic theory is obvious from the 
following passage from a textbook on microeconomic theory (based on 
the course taught to Harvard graduate students): “A characteristic feature 
that distinguishes economics from other scientiªc ªelds is that, for us, 
the equations of equilibrium constitute the center of our discipline. Other 
sciences, such as physics or even ecology, put comparatively more emphasis 
on the determination of dynamic laws of change.”56 Ironically, the “equa-
tions of equilibrium” in economics arise from models borrowed from the 
physical sciences of an earlier era. The general equilibrium of a system 
of perfect markets bears more than a passing resemblance to the thermal 
equilibrium of an ideal gas. This is no coincidence; the late nineteenth-
century founders of neoclassical economic theory were impressed by, and 
explicitly relied on, the accomplishments of nineteenth-century physics, 
including equilibrium thermodynamics.57 The analogy to equilibrium ther-
modynamics was proudly acknowledged in the mid-twentieth-century 
work of Paul Samuelson, who did so much to formalize the mathematical 
treatment of economic theory.58 Yet the analogy between physics and eco-
nomics was ºawed and incomplete. The same analytical framework that 
worked so well in physics was much less fruitful when applied to econom-
ics.59 

Equilibrium in the natural sciences has become a complex notion 
with multiple shades of meaning, some of them inconsistent with standard 
economics usage.60 Moreover, economics has barely been touched by the 
twentieth-century development of disequilibrium theories, in thermody-
namics and elsewhere in science, and the rise of complexity theory, which 
provides at least a heuristic mathematical explanation of long-lasting pat-
terns of disequilibrium.61 
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The commitment to equilibrium theories in economics may reºect 
the fact that equilibrium in social sciences has normative as well as ana-
lytical signiªcance. Thermodynamic equilibrium and disequilibrium are 
states of nature, with, presumably, the same neutral meaning to physicists 
of left-wing and right-wing political views. In contrast, equilibrium in 
the economic model of perfect markets is Pareto-optimal, as noted above; 
within that model, market equilibrium maximizes efªciency, a desirable 
social goal. It has thus become bound up with advocacy of laissez-faire 
policies, seen by some as the route to political as well as economic free-
dom. In the words of Milton Friedman, “[T]he central feature of the mar-
ket organization of economic activity is that it prevents one person from 
interfering with another in respect of most of his activities . . . . Underly-
ing most arguments against the free market is a lack of belief in freedom 
itself.”62 

There are at least two major problems with this perspective. One is that 
the world of perfect markets, with only small, competitive businesses in 
every industry, is clearly unattainable in reality. Friedman and other ad-
vocates of laissez-faire tend to take it for granted that incremental movement 
toward an unregulated competitive market is desirable, since it brings the 
real world closer to the ideal. However, the “theory of the second best,” 
established long ago by Richard Lipsey and Kelvin Lancaster, proves that 
if one of the requirements for Pareto optimality cannot be achieved, the 
best attainable (or “second best”) outcome may require deviating from all 
the other aspects of the unconstrained optimum.63 This simple, powerful 
idea undermines the signiªcance of the competitive market model as a 
normative goal; since the goal is not, in its entirety, attainable, there is no 
guarantee that getting a little closer to it is on balance a good thing. 

Second, Friedman’s vision is of a world without important external-
ities: the normal operation of the market “prevents one person from inter-
fering with another” in most of life’s activities. The climate crisis con-
sists precisely of the problem that market activity and the resulting green-
house gas emissions are going to interfere rather totally with other peo-
ple’s lives. This is not a single, easily internalized externality, as we will 
argue below; rather, climate change is a pervasive consequence of modern 
market activity, which ultimately threatens to undermine the continuation 
of the market economy which created it. 

There have been economic theories that assumed a world in disequi-
librium—or at least, did not assume the competitive, Pareto-optimal equilib-
rium of conventional models. The macroeconomics of John Maynard 
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Keynes analyzed the phenomenon of persistent, involuntary unemployment, 
as did early theories of the business cycle (now largely ignored).64 Out-
comes that are far from Pareto-optimal also result from contemporary theo-
ries of asymmetric and limited information, and from new behavioral mod-
els that deviate from the traditional, selªshly rational homo economicus.65 
These theories, however, do not imply any inherent dynamic instability. 
In contrast, the climate crisis leads to a sense that normal market activity 
will ultimately undermine its own continuation. 

A deeper sense of internal contradiction and instability was present 
in two very different branches of nineteenth-century political economy, 
in the writings of Marx and of Malthus. Of the two, Malthus was one step 
closer to the broad outlines of the climate problem; he was describing a way 
in which market activity would inevitably lead to environmental degrada-
tion, and thus ultimately to loss of incomes. However, the particular mecha-
nism of Malthusian crisis, prosperity leading to population growth and 
rising demand for food, which eventually overwhelms the naturally lim-
ited productivity of agriculture, does not correspond closely to the major 
causal mechanisms of climate crisis. Something akin to the Malthusian 
crisis may be one of the consequences of climate change, as global warming 
is expected to reduce agricultural productivity relatively soon in the trop-
ics, and perhaps after a few decades in temperate zones—but this is only 
part of a broader problem. 

Natural constraints on economic growth have been raised more recently 
in ecological economics. This school of thought, drawing on the work of 
Herman Daly and others, has emphasized that the economy is embedded 
in the earth’s ecosystems, which impose ªxed limits on the sustainable 
scale of production and emissions. While this represents a promising contri-
bution, with obvious relevance to climate change, it has yet to develop a 
comprehensive new synthesis—and it has not had any signiªcant inºuence 
on economic theory in general. 

The challenge of climate change makes the traditional vision of per-
fect markets even less appropriate and useful. A world in which business 
as usual threatens to cause disaster in a century or less—i.e., the warming 
world which we do inhabit—is not usefully modeled by theories in which 
stable, optimal equilibrium is the normal state of affairs. Yet the notion that 
the market economy is or could easily be at equilibrium permeates eco-
nomic theory; market equilibrium is generally taken to be desirable and 
implicitly assumed to be sustainable. Thus, the inaction nurtured by the 
legal doctrines discussed in the preceding section is also encouraged by 
traditional economic thinking. Indeed, if conventional theories of optimal 
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market outcomes encourage a public policy of inaction on climate change, 
these theories may ironically hasten the arrival of a decidedly suboptimal, 
disequilibrium state of affairs. 

B. Dismissing the Future 

As every economics student learns, the standard approach to future 
costs and beneªts is to convert them to the equivalent present values. At a 
ªxed annual interest rate of 5%, $100 placed in a savings account today 
will, after ten years, be worth $162.89. On the other hand, assuming an in-
terest rate of 5%, $100 received in ten years from now is worth only $61.39 
today; $61.39 is the amount of money you would need to put in the bank 
today to end up with $100 ten years from now. 

For purely ªnancial decisions covering a few years or decades, the 
logic of discounting is unimpeachable (if interest rates remain ªxed), and 
indeed essential for understanding loans and other contracts. But when 
stretched across generations or centuries, the same techniques of discount-
ing lead to the paradoxical conclusion that the future does not much mat-
ter. The traditional calculation of present values now faces the climate 
challenge: how can the logic of discounting be squared with the impor-
tance of avoiding disasters far in the future? Losses of trillions of dollars 
due to climate change, in future centuries, have such a small present value 
(at conventional discount rates, such as 3% or higher) that it is scarcely 
“worth” spending anything today to prevent the most drastic far-future 
harms. 

While ªxed-rate discounting is ubiquitous in economics today, its 
origins are modest: a six-page paper published by Paul Samuelson in 1937.66 
Samuelson introduced ªxed-rate discounting tentatively, as a mathemati-
cal simpliªcation of a complex problem, expressing doubts about its uni-
versal validity. Among his assumptions, he included: 

The individual discounts future utilities in some simple regular 
fashion which is known to us. For simplicity, we assume in the 
ªrst instance that the rate of discount of future utilities is a con-
stant . . . . [This assumption] is in the nature of an hypothesis, 
subject to refutation by the observable facts . . . .67 

After completing the mathematical analysis, he observed, 
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Our task now is to indicate brieºy the serious limitations of the 
previous kind of analysis, which almost certainly vitiate it even 
from a theoretical point of view. In the ªrst place, it is completely 
arbitrary to assume that the individual behaves so as to maxi-
mize [the present value of lifetime utility] . . . .68 

Samuelson’s formula spread quickly through the economics profes-
sion, while his doubts and qualiªcations were largely ignored. Several at-
tempts were made to provide axiomatic foundations for discounting, of 
which the best known was by Tjalling Koopmans in 1960.69 Koopmans 
proved that, under ªve seemingly innocuous assumptions, people act as if 
they are discounting the future at a ªxed, positive rate. Among these as-
sumptions was the idea that preferences are stationary, in the sense that if 
A is preferred to B at any one point in time, then A is also preferred to B 
if both are moved an equal distance forward or backward in time. 

Survey research, however, has repeatedly found that preferences are 
not stationary, in Koopmans’ sense; on the contrary, people exhibit “pref-
erence reversal” or “hyperbolic discounting,” with lower implicit discount 
rates for choices and events further in the future.70 The ªxed-rate model 
is also incompatible with the empirical ªndings that losses are discounted 
more slowly than gains, and that large amounts are discounted less than 
small amounts; since climate change involves the threat of very large losses, 
it would tend to be discounted more slowly—at a lower rate—than many 
other phenomena. 

Nonetheless, many economists have continued to use the classic, ªxed-
rate formulation, perhaps assuming that its computational convenience out-
weighs its empirical inaccuracy. Others have embraced a newer modiªca-
tion (described below) that allows varying, usually declining, discount rates. 

One approach—which increases the present value, and hence impor-
tance, of far future outcomes—is to argue for a very low, ªxed discount 
rate. The Stern review of the economics of climate change, conducted by 
Nicholas Stern for the British government, used a ªxed discount rate of 
1.4%;71 analyses by William Cline have used a similar rate of 1.5%.72 Cline’s 
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own sensitivity analyses show that his cost-beneªt justiªcation for active 
climate policy diminishes rapidly with higher discount rates, and essen-
tially vanishes at a rate of 3.5% or more.73 Another economist, Richard 
Howarth, argues that if discount rates should be based on market interest 
rates, the appropriate rate to use is the after-tax return on risk-free invest-
ments, which averages close to zero in real terms.74 

A second alternative is to employ hyperbolic, or declining, discount 
rates. Under hyperbolic discounting, far-future events may be discounted 
rapidly in the ªrst few years, when discount rates are high; but the proc-
ess is bound to slow down, as the discount rate drops toward zero over time. 
In addition to the empirical evidence that preferences are not stationary 
across time, there are two distinct theoretical arguments for declining 
rates—one based on each of the major approaches to the choice of a so-
cial discount rate. 

The “descriptive” approach to discounting assumes that interest rates 
and capital markets reveal society’s time preferences.75 In an idealized 
market economy, the equilibrium between the supply of private savings 
and the demand for funds for investment, which determines the interest 
rate, would also reºect individuals’ tradeoffs between present and future 
consumption. Despite Howarth’s argument for a low discount rate, noted 
above, many economists have concluded that average interest rates are 
much higher, sometimes 5% or more.76 This is easily high enough to rule out 
all but the most trivial climate initiatives. 

However, a new wrinkle on the descriptive approach analyzes uncer-
tainty about future interest rates, thereby demonstrating that the effective 
discount rate should decline over time. There are multiple possible sce-
narios for future interest rates, each implying different present values for 
future events; if probabilities are assigned to these scenarios, the average 
present value can be calculated. As time goes on, the average is increasingly 
inºuenced by the lowest interest rate scenarios; so the effective discount 
rate is steadily declining.77 

The alternative, “prescriptive” approach seeks to deduce the appropriate 
discount rate from ethical and philosophical principles.78 In a framework 
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that dates back to early work by Frank Ramsey,79 the social rate of dis-
count for long-term decisions is assumed to be the sum of the rate of pure 
time preference, or impatience, which would prevail if all generations 
had equal per capita incomes, plus a component due to the expected growth 
of incomes.80 The latter, which has been less controversial, rests on the 
common assumption that future generations will likely be richer than the 
present, reducing the urgency of investing today’s scarce resources on their 
behalf. 

Most of the debate has centered on the rate of pure time preference. 
It has often been argued on ethical grounds that this rate should be zero: 
with equal resources, present and future persons should be of equal worth.81 
On the other hand, many economists have argued that a zero rate of pure 
time preference implies an absurdly high rate of savings: if incomes were 
not growing—so the social rate of discount was zero—then any gain for 
future generations that will last indeªnitely, no matter how small, would 
justify large additional sacriªces in the present.82 

It is not clear how, if at all, the rate of pure time preference would be 
expected to change in the future. The income-related component of the 
social discount rate, though, could easily vary. The ºip side of the usual op-
timistic story about richer future generations is that, if our actions or omis-
sions (failing to restrain carbon emissions) make future generations 
poorer, the discount rate should drop to reºect the growing urgency of pro-
viding for our descendants. That is, environmental crisis could itself cause 
declining discount rates. In extreme cases it could even lead to negative 
discount rates, i.e. valuing future outcomes more heavily than the present 
because future generations will be poorer than the present.83 As Partha 
Dasgupta has pointed out, economists’ judgments about the severity of cli-
mate change can inºuence their choice of discount rates: those who an-
ticipate more limited climate damages will project faster income growth, 
less impeded by environmental constraints—and hence higher discount 
rates, which tilt the analysis toward “proving” that not much needs to be 
done.84 

In sum, discount rates could be declining because that’s how people 
empirically think about the future, because uncertainty about future interest 
rates makes the lowest-rate scenarios most important as time goes on, and/or 
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because climate change itself will reduce future incomes, making our 
descendants less able to provide for themselves. One might hope that any 
or all of these stories would eliminate the paradox of discounting and vali-
date future-oriented policies.85 Unfortunately, the paradox is more stub-
born than that: if discount rates start high enough, their impact in the 
early years can shrink the present value of far-future outcomes to insigniª-
cance; declining discount rates thereafter have only negligible effect. As 
a result, the calculation of costs and beneªts in the near term assumes 
disproportionate importance. While much of climate science addresses very 
long-term concerns, hypotheses about costs and beneªts in the ªrst few 
decades can be decisive for calculations based on present values.86 Thus 
cost-beneªt calculations, based on present values and heavily inºuenced 
by the very short run, are answering a different question from the one 
that most people are asking about the ominous long-range implications of 
climate change. 

C. Beyond Externalities 

Just as law often requires a clear causal link before holding a par-
ticular person or ªrm responsible for a particular problem, economic the-
ory insists on looking for a link between a problem and some market failure 
before sanctioning government intervention in the market. One of the signs 
of market failure is the presence of externalities. While there is a ªeld of 
‘environmental economics’ which recognizes the importance of external-
ities and rejects simple laissez-faire policy prescriptions, the prevailing 
understanding of externalities is inadequate to handle the challenge of 
climate change—or other serious environmental problems. 

The framing of the concept of externalities can be faulted on three 
grounds: the assumptions of separability, predictability, and monetizabil-
ity all fail to convey the extent and intractability of environmental crisis. 

Externalities, as described on the blackboard and in textbooks, hap-
pen one at a time; each one has a distinct cause and is eligible for its own 
policy response. This assumption of separability may be helpful for in-
troductory exposition, but it does not correspond well to the bewildering 
complexity of multiple, dissimilar impacts that will result from climate 
change. Yet the entire theory of externalities treats them as separable. From 
Pigou’s original formulation to contemporary versions of environmental 
economics, an externality is understood as a single effect of a single cause. 

Closely related is the implicit assumption that externalities are not 
very numerous; clear up a few of them and the market will presumably be 
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back to its optimal self. The development of policies for individual exter-
nalities, whether based on taxes, negotiations, cost-beneªt analyses, or 
creation of new markets in emission allowances, is a relatively costly, time-
consuming process. Months, if not years, of Congressional and regulatory 
attention, combined with lengthy, controversial cost-beneªt analyses, have 
been required to address individual pollutants such as arsenic in drinking 
water. For that reason, the presumption that externality pricing is feasi-
ble, without discussion of the time and resources consumed in the pricing 
process, must imply that the process is also relatively rare. The efªciency 
of the private market rests on its ability to calculate and communicate 
commodity prices, with little or no information costs; in contrast, the con-
struction of hand-crafted prices for individual externalities appears any-
thing but efªcient. 

Realistic environmental economics, in a world of entangled, multiple 
impacts from common causes, requires the development of policies that 
address the common causes, such as climate change. To be feasible, this 
needs to be done without the long detour through separate calculation and 
valuation of each of the individual harms. 

Externalities are also assumed to be predictable. As in our discussion 
of law, a well-deªned harm is assumed to be associated with a speciªc 
cause. Economists have extended this analysis, to allow for uncertainty 
based on known probability distributions; in such cases it is possible to 
calculate the expected value of the uncertain outcomes. However, climate 
change, as we noted above, is not predictable in any detail. This is only 
partly because knowledge of climate change is incomplete; there has rarely, 
if ever, been a scientiªc problem that was so well researched. Rather, the 
unpredictability often results directly from what is already known about 
climate science. 

In particular, the earth’s climate is known to result from a complex, 
highly non-linear system of physical interactions, with numerous positive 
and negative feedback loops. Models of such systems involve the mathe-
matics of chaos and complexity theory, which are inherently unpredictable 
in detail; in some cases, only the average behavior of the system, or the 
maximum and minimum possible results, may be known. Indeed, “sensi-
tive dependence on initial conditions,” 87 a hallmark of chaotic dynamics, 
ªrst became well known through the work of Edward Lorenz with a sim-
pliªed model of the atmosphere.88 
 

                                                                                                                              
87

 This is the phenomenon sometimes described as the “butterºy effect”: small initial 
changes can lead to much larger changes over time, so in theory a single butterºy ºapping 
its wings could have visible effects on the weather on the other side of the world. 

88
 Edward Lorenz, Deterministic Nonperiodic Flow, 20 J. Atmospheric Sci. 130 (1963). 

See also Naomi Oreskes & Ronald E. Doel, The Physics and Chemistry of the Earth, in 5 
Cambridge History of Science, The Modern Physical and Mathematical Sciences 

549, 550 (Mary Jo Nye ed., 2003) (describing Edward Lorenz’s ªndings “that small ef-
fects, such as local thunderstorms or minor temperature ºuctuations, could introduce very 
large perturbations in meteorological models. This realization—known today as the ‘but-



2007] Law and Economics for a Warming World 355 

In a world of chaotic dynamics and sensitive dependence on initial 
conditions, econometric forecasting is of limited value; identiªcation of 
speciªc expected outcomes, or even known probability distributions for 
speciªc future harms, will typically fail. Thus, it becomes meaningful to 
say that extreme weather events, for example, are known to be getting worse 
as a result of climate change, but it is impossible to say exactly how much 
worse, and how fast. The devastating Gulf Coast hurricanes of 2005 were 
followed by a very mild hurricane season in 2006; there is no way at pre-
sent to anticipate how bad a single year’s hurricanes will be. In this realm, 
policy formation based on prediction and calculation of expected harm is 
no longer relevant; the only coherent response to a situation of chaotically 
worsening outcomes is a precautionary policy, seeking to protect against 
the credible worst case events that might occur. 

Finally, externalities are assumed to be monetizable; internalization 
of externalities requires quantitative estimates of monetary value. We have 
written at length on the logical ºaws, paradoxes, and absurdities of this 
process, and refer interested readers to our previous discussion of the mone-
tary value of human life, health, and nature.89 Many economists engaged 
in valuation of externalities share some of these concerns, and express 
thoughtful qualiªcations surrounding their quantitative estimates; the Stern 
review is exemplary in this regard.90 Even the most rigorously quantita-
tive analysts might have occasional qualms about assigning dollar prices 
to human life: should the value of life be based on wage differentials for 
risky jobs, on survey research about simpliªed, hypothetical risks, or some-
thing else entirely?91 Should it be the same in Bangladesh as in Switzer-
land? 

Yet these questions and qualiªcations, like Samuelson’s doubts about 
the simple discounting formula that he unleashed on the world, are soon 
forgotten, as readers and policy makers rush to the “bottom line.” Con-
ventional economics offers results that are comfortingly deªnite: market 
outcomes are optimal and stable; discounted present values are the appropri-
ate measure of future costs and beneªts; externalities are easily evaluated 
and internalized, requiring no fundamental changes. Seen through the lens 
of the climate crisis, these deªnite answers—like their counterparts in law—
are deªnitely wrong. 
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V. Steps Toward Solutions 

Embracing the status quo, dismissing the future, and ignoring conse-
quences that cannot be described with absolute precision do not make for 
a good response to the problem of climate change. In this Part, we offer 
three ways in which underlying principles and attitudes in law and eco-
nomics must change if we are to act responsibly in the face of this threat. 
First, the development of climate change solutions requires a more opti-
mistic and expansive vision of the role of the public sector. Second, it re-
quires a different attitude toward regulatory costs, one that recognizes their 
potential to serve important public goals rather than simply their poten-
tial to drain private pocketbooks. Finally, addressing this problem re-
quires a more sensible approach to considering the beneªts of government 
action. The problem is real and imminent; the solutions are, in many cases, 
straightforward. Despite occasional claims to the contrary, nothing in law 
or economics requires us to ignore common sense and fail to protect our-
selves and our descendants. 

A. Public Choice and Government Competence 

As a really big problem, climate change requires really big solutions. 
New technologies for energy production and use will be needed, includ-
ing changes in power plants, transportation systems, building design and 
construction, major appliances, and more. These will entail massive in-
vestments in research and development, and coordinated changes in in-
frastructure. There will be a need for sweeping changes in other sectors with 
signiªcant impacts on greenhouse gas emissions, such as agriculture, 
forestry, and waste management. National and international coordination 
is essential, since climate change is a global problem, driven by the global 
total of greenhouse gas emissions. 

The imperative of large-scale responses clashes with the current fash-
ion, in law and economics, of seeking to minimize the role of the public 
sector. Academic theory now almost dismisses the possibility that public 
policy and expenditures represent the public interest. A cynical and mis-
named “public choice theory” suggests that narrow personal self-interest 
explains the behavior of government ofªcials, elected decision-makers, 
and everyone else involved in the public policy process. Discussion of 
“rent-seeking” in the public sector, and the resulting problem of “govern-
ment failure,” parallel to market failure, creates the impression that pri-
vate action and market competition are the only ways to organize society 
and allocate its resources. A new, conservative brand of “political econ-
omy” seeks to deduce public preferences and actions exclusively from pri-
vate economic interests and the hypothesis of universally narrow, self-
interested behavior. 
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Likewise, the current fascination with market-based policy instruments 
has led to widespread discussion of a “cap and trade” system of carbon 
emissions trading. A trading scheme could undoubtedly play a role in efª-
ciently reducing emissions, but there is no reason to think that it is the 
only option, or is capable of solving the problem alone—no reason, that is, 
unless the government is assumed a priori to be incompetent. Otherwise, 
one might easily stray into thinking about the potential contribution of 
fuel efªciency standards for motor vehicles, government promotion of re-
newable energy technologies, stricter appliance and lighting efªciency 
standards, support for mass transit, better low-income housing insulation, 
and countless other forms of “interference” with the market. None of these 
initiatives would be likely to succeed, of course, if, in the succinct words 
of former Republican Congressional leader Dick Armey, “The market is 
rational; the government’s dumb.”92 

Law and economics will have to move well beyond that simplisti-
cally market-oriented level to help guide the development of effective cli-
mate policies—beginning with a better understanding of choice and pref-
erences. There is no formula for optimal public decision-making; instead, 
a deliberative process of discussion is required.93 Public choices cannot 
be deduced from isolated, individual preferences; as Amartya Sen has 
observed, if your willingness to pay for a major environmental project is 
independent of everyone else’s actions, you may not have understood the 
question (because a modest willingness to pay for a major project is po-
tentially useful if everyone else is paying similar amounts, but guaranteed to 
be ineffective if no one else is contributing). Rent-seeking is far from univer-
sal in public service, and the haste to privatize public functions and deregu-
late markets has arguably allowed the colossal rent-seeking of the likes 
of Enron and Halliburton, beside which the greed of individual bureau-
crats pales by comparison. Self-interest is not the only relevant motive, 
and is not a useful guide to public choice in matters affecting the entire 
globe over a multi-century time frame. 

In short, an entirely different conversation about public goods and 
priorities is needed, one that respects the importance of the underlying 
values—and one that includes, but is not always dominated by, the best 
available information about costs. It is a conversation which, sadly enough, 
Americans have been able to have in recent years only about national 
security, protection against terrorism, and military spending. The empiri-
cal content of that conversation has remained controversial; recall the search 
for Iraq’s alleged weapons of mass destruction. Unfortunately, while conª-
dence in the public sector and unquestioned responsibility for our collec-
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tive welfare is alive and well in our decisions about the military, it has 
wasted away in civilian life. 

Climate change is a real threat to our national security; this time the 
weapons of mass destruction have been unequivocally found, not least in 
our own cars and power plants. If the public sector, despite rent-seeking 
and all the rest, can ªght a ferocious, years-long war based on dubious intel-
ligence, how much more should we able to do for the real thing? 

B. Environmental Costs and Economic Development 

The economic case for inaction on climate change rests on the belief 
that the costs of action outweigh the beneªts. Much of our critique of this 
argument has turned on the treatment of beneªts—i.e., the beneªts of avoid-
ing or limiting climate change. Those beneªts turn out to be massive and 
growing, but, as we have seen, they are often located well into the future, 
incalculable in precise detail, and inherently priceless. The costs of cli-
mate policy, in contrast, will occur sooner than the beneªts, and are more 
predictable market expenditures, with well-deªned price tags. Despite 
this difference, the cost side of the ledger is often misunderstood: large 
expenditures on technologies and other means to address technology may 
turn out to be “beneªts,” not “costs.” 

The concern about the costs of climate policy, or of environmental 
protection in general, stems from the notion that the status quo is worth 
preserving, and possible to preserve. If current market outcomes were 
Pareto-optimal, every new regulation or program would make someone 
worse off, representing a loss of welfare; under this framework, the con-
cern about regulatory costs, whatever its empirical merits,94 would at least 
stand on ªrm theoretical ground. Yet as discussed in Part III, economic 
theory establishes the optimality of market outcomes only in an unrealis-
tic model of impossibly perfect markets; since it is impossible to achieve 
“perfection” in this respect, the theory of the second-best shows that it 
may not be worthwhile trying to get a little closer. In a world that is ines-
capably second-best from a laissez-faire, perfectly competitive perspec-
tive, how should regulatory costs be interpreted? 

The abstract theory of perfect markets threatens to distract attention 
from the central role which government policy has always played in eco-
nomic growth and development—and will play again, as the world com-
bats climate change. In the past, industrialization has relied on active 
government intervention, planning, and leadership, in virtually every one 
of today’s high-income, developed countries.95 Consider, for example, the 
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(no longer fashionable) strategy of protecting infant industries from world 
trade until they have reached a scale that makes them internationally com-
petitive. This was nearly universally applied in the past, including in Eng-
land in the years just before the Industrial Revolution and in the United 
States throughout the nineteenth century.96 If markets were perfectly com-
petitive, protection of infant industries would simply result in welfare 
losses to consumers, outweighing the gains to producers. However, if mar-
kets are imperfect, with signiªcant economies of scale, skillful assistance to 
infant industries can work well, nurturing them until they have reached 
adulthood and can take care of themselves. It is all the more essential if 
industrial development is path-dependent, creating a potentially permanent 
advantage for the ªrst producer to achieve large scale and low costs.97 

Government intervention continues to shape the U.S. economy; ma-
jor industries do not always arise spontaneously through private innova-
tion. Spin-offs from the massive military expenditures of the Cold War era 
include commercial aircraft, and hence the airline industry; personal com-
puters, and consumer electronics in general (which became possible only 
after decades of military procurement of advanced and miniaturized elec-
tronics); the Internet (which began with a Defense Department research 
network); and, for better or worse, nuclear power. As the latter example sug-
gests, not every spin-off is equally successful. 

Was the government expenditure that led to these new technologies a 
cost or a beneªt to the economy? Millions of jobs and associated incomes 
were created, not only in the military and its direct suppliers, but also in 
the spin-off industries that were based on the new technologies. It is difªcult 
to imagine that private markets on their own would have come up with bet-
ter or cheaper alternatives if the world had been more peaceful and the 
U.S. government more ªrmly committed to laissez-faire throughout the 
second half of the twentieth century. 

Just as the military, in contemporary political discourse, provides the 
remaining avatar of public competence and responsibility, so too in eco-
nomics, it provides the best surviving American example of the positive, 
leading role of the public sector in industrial development. A twenty-ªrst-
century war on climate change, if the nation and the world should choose 
to ªght it, will create a new round of technologies and industries, initially 
dependent on government support, but ultimately achieving independent 
proªtability. The United States started down this road once before, promot-
ing conservation and renewable energy technologies in the response to 
the energy crises of the 1970s. In that era, initiatives by the federal gov-
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ernment and by California launched the development of wind power. Al-
though U.S. support waned in the 1980s, European governments provided 
additional assistance; today, wind power is a rapidly growing industry, 
which is competitive with other energy sources in appropriate locations, 
without preferential treatment or subsidies.98 

The “costs” of combating climate change will have to include the de-
velopment and commercialization of many more energy-saving and emis-
sion-reducing technologies. If they follow the path of wind power, or of 
civilian aircraft or computers, they may need decades of support and de-
velopment before they take off on their own. Success is not guaranteed, 
as the travails of nuclear power demonstrate; it is of course necessary to 
spend public money wisely, to do everything possible to pick winners and 
avoid (or pull the plug on) losers. But the people employed in building 
and installing wind turbines, and the people thereby spared from inhaling 
power plant emissions, do not experience the 1970s subsidies to wind power 
as a cost. In a world of imperfect markets and path-dependent develop-
ment, government initiatives may amount to choosing a path forward, not 
forcing a step backward. 

C. The Mismeasure of Disaster 

The relentless pressure for numerical measures of harm, discussed in 
Part III, has led to studies seeking to monetize as much as possible of the 
damages expected from climate change. The Stern review is one of the 
latest and greatest of these endeavors, estimating that business as usual 
will lead to annual climate-related global impacts of trillions of dollars of 
damages, or 5% of world GDP.99 Much of the commentary on the review, 
positive and negative, has seemed to assume that at last, there is a genu-
inely large number on the table. 

On the one hand, it is signiªcant that the “bottom line” damages es-
timate is several times larger than the cost of climate mitigation.100 Assuming 
that the damages were all meaningfully calculated (the more obviously 
speculative estimates in the Stern review were reported separately, and 
led to even bigger numbers),101 this would be sufªcient—but, we believe, not 
necessary—to justify immediate, large-scale mitigation efforts. 
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On the other hand, that is the only signiªcance of a huge monetary 
damage estimate. It is not a helpful estimate of what climate change as a 
whole will mean, and it should not be necessary to motivate active climate 
policy. We suspect that many people do not know how big a trillion is (it 
has twelve zeros; it is a million million); a number of such unfamiliar and 
enormous magnitude loses its informational content not only for the gen-
eral public, but for policymakers as well. 

With numbers this large, it is almost impossible to grasp their mean-
ing without a standard of comparison. Rather than focusing on trillions of 
dollars, it is easier to think about the Stern review’s projected 5% loss of 
GDP. This is certainly a large amount of money and resources, which is 
worth considerable effort to preserve. However, a 5% loss of GDP “now 
and forever” (the Stern review’s phrase)102 is not a qualitative change of 
state. In a country growing at 2.5% per year, which is close to recent U.S. 
experience,103 it is equivalent to stopping growth for two years, then resum-
ing. In a country growing at well over 5% per year, as India and particu-
larly China have been,104 it is equivalent to stopping growth for less than 
twelve months, then resuming. Such a brief hiccup in economic growth is 
not at all comparable to the real losses anticipated from climate change. 

By way of analogy, consider the damage to New Orleans and surround-
ing areas from Hurricane Katrina. Property losses amounted to $125 billion 
in some estimates,105 many times the cost of building adequate levees that 
would have protected the city. It appears that Louisiana as a whole lost 
15% of state income in the four months after the hurricane.106 These facts, 
while signiªcant, are not serious candidates for being the most memora-
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ble or disturbing aspects of the tragedy of New Orleans. The video foot-
age and newspaper photos of ºood waters and devastation, the vivid de-
scriptions of the loss of communities, the destruction of a way of life, and 
the needless loss of so many lives—these are the impacts that everyone 
remembers. They are not well conveyed by the statistics on economic loss; 
at best, those statistics form small supporting details, helping to ªll in the 
broad image of disaster. 

Climate change will mean, among other things, more Katrina-like 
events. Alongside the staggering human and environmental losses, it will 
also have a large price tag, undoubtedly in the trillions. But the urgency 
of doing something about climate change does not stand or fall on a con-
jectural cost-beneªt analysis, placing those trillions on one side of the 
scale. The impacts that matter most are the potential loss of communities, 
ecosystems, a way of life, and human life itself—impacts that are price-
less. The climate externalities that need to be internalized are deeper and 
more dangerous than prices can measure. 

Despite their failings, studies like the Stern review nonetheless serve a 
purpose in developing responses to climate change. There are people who 
pay attention only to numbers, and especially only to numbers with dollar 
signs in front of them; massive cost estimates for climate damages speak to 
this population in a way that more qualitative descriptions of harm do not. 
Even for the less numerically obsessed masses, stories about the large costs 
associated with doing nothing about climate change can offset, at least to 
some degree, the unending stories about the large costs of doing some-
thing about it. 

Economic analysis of the beneªts of government action can thus play a 
catalytic role in addressing the problem of climate change. It cannot de-
scribe all of these beneªts, nor, we believe, even some of the most impor-
tant ones. It cannot tell us what we should or should not do, nor can it over-
rule common sense and scientiªc urgency. It can start a conversation, but 
not end it. 

VI. Conclusion 

How should we respond to emergencies, large and small? Our cul-
ture celebrates those who risk their own well-being to ensure the safety 
of others, without checking their watches or wallets; we applaud those who 
rush accident victims to the hospital, not those who check their health insur-
ance status before admitting them. How differently should we react when 
all of us and our children are at risk, when the earth and its ecosystems are 
the potential victims of an accident waiting to happen? What is the pur-
pose of our wealth and our institutions if not to protect our common fu-
ture in the face of global threats? Theories that suggest otherwise, claim-
ing that ancient precepts of law or economics now counsel inaction, are 
theories in urgent need of replacement. 


